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A composite search algerithm incorporating both the pdf guided
search and the guided accelerated random zearch was found to
he more effective than either search algorithm alone.

Clustering analysis has been shown to be a valuable tool for
assessing the complexity of a search surface. The number of
modes {peuks), their leocations relative to each other, tieir
shape and volume, and the estimated maximum perforimance valuce
within cach are all adrptively determined via clustering.

A new method vor 1mage encoding has been formulated that pro-
vides image reconstruction of similar quality to methods
currently in use. This procedure also can find regions of
possible interest within the image because of its ability to
treat the image as a whole rather than line-byv-line. This
characteristic considerably enhances its value as a tool in
image puttern recognition and c¢lassification.
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SECTION 1 |

INTRODUCTION

This project is a continuation of the research begun under {
Contract F33615-73-C-4007 to investigate areas ot self-
organizing systems theory that are relevant to the Air Yorce.

The previous study emphasized techniques for terminal-value

e rmaktda At e

control of vehicles and for contrvol systems tha. must avoid oper-
ating regions with high performance penalties (11). Both cases
required the development and incorporation of long--erm memory i
in the parameter seavch algorithm. This memory was efficiently
encoded in the form of multimodal probability density functions
(pdf's).

The objective of the present project was to develop these
techniques further and to extend them to higher-dimensional
problems. Four major areas of interest were investigated. First,
methods were developed and tested for increasing convergence
rates of searc: s that must avoid high-penalty regions. Seccnd,
technigues for controlling probability density functicon-guided
searches were refined. Third, use of clustering analyses to aid
in determining the complexity of an optimization problem was
studied further. Fourth, the strategies resulting from the above
investigations were applied to an image-processing problem with
potential application in remotely-piloted vehicle (RPV) ground

tareget 2caquisition.

It was found that probability density function-guided searches
can provide good inform:tion with which to initiate guided,
accelerated random searches. The increased knowledge about the

characteristics of the optimization problem that the pdf-guided

search prcvides can be used to help other searches avoid regions
of high resource consumption or disastrously low performance.
Additionally, the pdf-guided search supplies a list ol locations

with high asscciated performance that can be used as starting

points for subsequent searching.
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Clustiering analyses proved to be useful tools in locating and
describing both local and global extrema, thus enabling the
investigator to judge the complexity of the surface to be studied.
In addition, they indicate shitfts in extrema due to the inter-

action c¢f the independent variables.

One of the major tasks of the RPV man-machine interface is the
encoding, transmission, reconstiuctioa, and interpretation of
pictorial information. This is usually accomplished by fast
Fourier encoding/decoding techniques. One main purpose of the
remote pilot is to spot those regions of a picture that contain
“"interesting” information; e.g., a truck moving in a background
of clutter. A disadvantage of the fast Fourier method is that
it is insensitive to "interesting' regions; it ireats all data
equally. A novel application of the parameter search procedures
studied in this project was made to this image interpretation
problem. While the data compression and reconstruction proper-
ties of this new approach compare favorably to the fast Fourier
method, the key result is that interesting regions of a picture

are automatically identified by the new encoding process and

conveyed directly to the remcte pilot. Therefore, this

approach showed good promise as a new tec¢hnique for image encoding/

decoding/interpretation. Although these procedures require further

development, they indicate solid potential for equalling or

bettering techniques presently in use.
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SECTION 11
DLSCRIPTION OF NUMERICAL OPTIMIZATION TEST SURFACE

The first three (of fours) work tusks in this project utilized
the same performance function to test the parameter search
algorithms. The function consists of a weighted sum of five
Gaussianly-shaped modes, with centers as listed in Table 1.

The location of each mode center remains constant for all values
of NDIM; e.g., the first coordinate location of Mode 2 is always
at 0.40. However, both the size factors of each mode, listed

in Tabie 2, and the amplitude factors, listed ir Table 3, are
altered as the dimensionality f the parameter space (NDIM) is
iacreased. It was necessary to broaden the five performance
modes as NDIM and, consequently, the volume of the performance
space was lincreased. This insured that all portions of the
space would be influenced by at least one of the modes. The
absolute amplitudes of the three smallest performance modes

were increased for values of NDIM > 10. 1In this way, most of
the parameter space had a reasonably large (performance) func-
tional value., As a result of vhese alterations in size and in
amplitude, the leccation and function value of the global maxi-
mum shifts a: NDIM changes, 3s shown in Tablec 4.

The performance test function value, f(X), for a point in the

NDIM-dimensional hyperspace, X = X1, - Xnpiye is:
)
f(X) = f(xl. e ey xNDIM) = E Wm gm(x)
m=1

where. gm(X) is the mth Gaussian mode and it is equal to:

-1
NDIM/2 /NDIM , \3 )

r ¥ = 10 3
[,m\)x) (2;.) \-[T On]i X
i=1
NDIM xi - Mg 2
exp| - 57 o
i=1 m1
where, B O and w, are given in Tables 1, 2, and 3.

respectively.




TABLLE 1

CLNTERS OF MODES FOR PERFORMANCE TEST FUNCTION

Mode _
Dimension 1l 2 3 4 o

1 .80 .40 -.69 -.83 -.67
2 .39 -.82 -.98 .93 -.05
3 -.68 .59 .61 .03 -.18
4 .94 .49 -.72 .10 .75
5 -.20 -.62 .69 .79 -.86
6 .14 .56 .12 .74 .25
7 -.58 -.29 .41 .64 -.77
8 .30 .29 .81 -.04 -.39
S ~-.80 .84 .02 Gg .54
10 .97 .18 -.03 .08 -.12
11 -.32 .42 -.66 -.01 .50
12 .19 .37 .98 .21 -.53
13 -. 10 -.09 -.78 1.00 .55
14 .96 -.50 .99 -.75 .32
15 -.24 -.0n2 -.45 -.39 -.92
16 -.63 .67 .46 -.07 -.73
17 -.26 -.99 .77 .92 .32
18 -.14 -.19 -.74 -.47 -.94
19 -.76 -. 27 .45 -.43 .17
20 .20 -.96 .62 -.81 .63




TABLE 2 1
SIZE FACTORS OF MODES FOR PERFORMANCE TEST FUNCTION

L ] .
& s
. Mode
N Dinension 1 2 3 4 ¢
2 1 .350 . 400 .259 .700 .310 y
2 .455 175 .45 .200 .250
1 .609 650 .750 .76 .550
2 705 .600 .675 .650 .750
s 3 .760 .650 .68V .720 .710
4 .700 600 .685 .649 .610
5 699 .800 .710 .685 .70
H . 000 .850 .850 .900 .85C !
2 1.065 .800 775 .850 1.050 ;;
3 1.060 .850 .780 .920 1.010 ,
4 1.000 .800 .785 .840 .910 I
5 .890 1.000 .810 .885 1.070 i
10 6 .00 .955 775 .795 .850 {3
7 870 .700 .809 .750 .860
8 .900 .83C 785 .830 1.015 |
g .940 .940 650 .935 .500 i
10 .855 800 .785 .920 .960 {
!
1 1.757 2.00S 1.255 3.514 1.536 :
2 2.284 .879 2.134 1.004 1.280 :
3 1.280 2.008 1.079 1.180 1.178 =
4 1.330 1.757 .723 .977 .947 !
5 1.104 2.761 1.155 1.079 2.662 :
6 1.757 1.832 .176 2.108 1.434 '
7 2,209 1.054 1.806 .628 1.894
15 8 1.004 1.35% 2.259 2.761 2.1.6 1
9 1.4GC6 2.510 1.481 1.355 2.330 .i
10 1.079 1.305 2.761 2.033 1.178 :
i1 .929 2.2¢9 1.807 2.008 1.178 i
12 1.456 1.0u9 1.506 2.259 1.510 .
13 1.205 2 284 628 1.180 1.792 i
14 2.385 3.514 2.284 1.205 1.229 |
15 2.761 3.514 i.506 .954 1.280 ';
] 2.815 3.217 2.010 5.629 2.432 1
: 2 3.659 1.407 3.4i8 1.603 2.030 |
‘ 3 2.051 3.217 1.729 1.890 1.870 '
4 2.131 2.775 1.166 1.568 .151 :
5 1.769 4.423 1.850 1.729 4.202 ;
G 2.815 2.935 2.815 3.337 2.272 ;
7 3.538 1.683 2.412 1.005 2.995 i
8 i.608 2.171 3.613 4.423 3.438
9 2.252 4.021 2.372 2.171 5.679
10 1.729 2.091 g 3.257 1.870 ]
20 11 1.488 3.613 » 3.217 1.870
12 2.332 1.649 v 3.619 2.392 p
13 1.930 3.650 1.890 2.835 ]
14 3.820 5.629 1.930 1.959 1
15 4.422 5.629 ). 1.528 2 030
K 16 1.649 1.769 R 2.131 1.87C i
" 17 2.734 2.815 2,051 1.809 2.392 :
. 18 1.287 1.769 2.412 1.608 3.558 ;
19 1.608 1.890 5.629 1.809 3.438 1
20 1.005 2.332 1.045 2.412 3.247 |
§
R
‘ 'j
¥ !
Y 5 :
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AMPLITUDE

N Dimension

TABLE 3

FACTORS GF MODES FOR PERFORMANCE TEST FUNCTION

2

3

-1.00 -0.50 .10 .50 1.00

-1.00 -0.50 .10 .50 1.00




Dimension
1
2

© v N O oo

Function
MaXimum:

LOCATIONS AND FURCTION VALUES OF GLOBAL MAXIMUM

TABLE 4

NDIM
2 5 10 15 50
-.871 -.710 ~.734 .848 .976
-.046 -.025 -.014 .463 .486
-.187 -.237 .063 .055
. 746 . 755 .390 .745
-.855 .859 .653 660
.246 .423 .377
.788 .561 .535
.442 537 .000
.543 705 .635
.54 145 .312
420 .595
446 .734
939 .879
292 .181
.693 .734
.640
.817
.819
.142
.481
1.0164 .9696 . 9459 . 9660 .0259
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SECTION IIt
SELF~ORGANIZING SEARCH ALGORITHMS

It was shown in the previous work (il, 12, 13) that the results
of a pdf-guided search could supply a good lccation from which

to begin a guided random search -- at least for two-dimensional
spaces. One of the work tasks in this project was to investigate
this concept for higher dimensionzl spaces. By way of intro-

duction, the next two subsections are excerpted from (11).

3.1 Sei1f-Organizing Long-Term Memory Search (PDF)

Because of physiological, structural, thermal, or other con-
straiunts, many systems must avold operating regions character-

ized Ly very high performance penalties. Those cases in which

ihe regions io be avoided can be excluded by placing a priorvi
bounds or the search present little difficulty; therefore, the other
cases, in which these regions can only be determined after the

fact, .ere investigated in this study.

The two types of high-penalty search problems are:

1. Those in which a particular checice of a set of para-
meters leads to poor system performance (as measured
by a performance assessment function) with an accom-
panying large consumption of system resources {(e.g.,
operating an aircraft engine well below its maximum
thermodynamic eftficiency decreases its work ocutput
and increases the fuel conrsumption).

2. Those in which a particular choice of a set of para-
meter leads to a disastrous outcome (e. g., increasing
the pressure in a boiler beyond an upper safety limit).

Sirce the resources available to conduct the parameter search
problem are limited (such as the amount of aircraft fuel or the

maximum number ot trials in a computer-based optimization), this

factor must necessarily play an important role in the logic of

TR EeT O TETTROTWRFETESA YT SFETLTAN theE s mEmEmeems
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the search procedure. Accordingly, the pdf-guided search
algorithm is explicity guided in its internal strategy as a

function of the remaining system resources.

This new scarch technique additionallv employs the information
gained by previous trials (iterations) in a novel way so as

to increase the probability that future trials will yield better
performance «cores than past trials. The information gained

in previous trials is e¢ncoded in a multivariate probability
distribution function, p(X|k), which denotes the probability
that the irial warameter vector ¥ = (xl, N xN) will yield a

h bin in the perfor-

performance, P(X), which falls within the k°
mance range (k =1, ..., K), where k = 1 denotes the range of
best performance scores. Trial vectors, X, are seclected on the
basis of yielding gcod performance. Alternately, trial vectors
could be so selected that the probability is low that they will
not yield poor performances. A trial vectovr yielding a poor
performance denotes a wasted experiment. Each wasted experiment

vaoarinsne 1
TCgilhE 1

3

1z costly. Therefore. high penaliies are oy
the parameter space in which trial X vectors are cbtained with
sco

correspondingly poor performance scores.

After each trial vector X is employed, the performance score,
P(X), is noted, and the region of parameter space containing

N has a probability assigned to it based on the value of P(X).
I1f P(X) falls within the kth bin, p(X|k) is updated. 1In this

manner, all the information that has been generated since the

beginning of the search is encoded in long-term memory PDF's,
These, in turn, bias the search away from probtable low yield

paramcter regions and towards probable high vield regions.

The terminology used in referring to the three parts of the PDF
search in this report is as follows: PDF1 -- unbiused rauadom
sampling (of KTOT points) followed by division of the KTOT points
into K performance classes depending upen the associated performance
value; PDF2 -- K szparate cluster analyses in the N-dimensional

space to obtain one multimodal pdf for each of the K classes; PDF3 --
adaptive search phase in which the p(X k) are updated as outlined

above and described in detail in (131, 12, 13).

10
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3.2 Guided Accelerated Random Search (GARS)

The guided accelerated random search (GARS) algorithms are probability-
state-variable (psv) searches that are particularly intended for
applications involving multimedal pertormance surfaces. These
algorithms are suitable for spaces of low or high dimensiorality

and for the search of stationary or time-varying surfaces. The

more flexible of the GARS algorithms contain the following provisions:

(a) Uniform Random Phase -- A scarch phase in which a uniform
pdf is employed to govern the generation of random
trials. The heuristic principals of reversal, acceler-
ation, and deceleration are incorporated for the
exploitation of the results of randomn experimentation.

(b} Biased Search Phase -- A search phase in which the pdf
is adjusted ir accordance with the resuits of ongoing
trials so as Lo increase the rate of their convergence.
This is the most important of the GARS phases and
utilizes three basic methods of povernance of randcem
experiments. The principals of reversal, acceleraticns
and dcecclerations arc again cmployed, as in the uniform
random phase, subsequent t9 each random experiment
prodiucing an improved or worsened score.

{c) Biased Random Phase with Activity Factor -- A phasec in
which the fraction of the total number of free variables
subject to manipulation is progressively reduced from
unity until approximately two variables only (orn tLhe
average) are being adjusted. An activity factor,
which is a function of trial number and/or performance.
determines the a priori probability that a specitic
paraneter will be varied in any given random trial.

The identity of parameters manipulated is kept random
while the activity factor is systematically reduced.
This phase is the same as (b) except for ithe use of

an activity factor.

(d) Systiematic Phase -- A phase in which a steepest-descent
(or ascent) principal is used (with small aciivity
factor in the case of high-dimensional problems) for the
"fine tuning” of performance ipr the vicinity of best
results from a preceding random phasec.

(e) Systematic Phase With Single-Dimension Manipulaticn --
Subsequent to the steepest-descent adjustment, a systematic
one dimension-at-a-time adjustment is made of the manipulable
parameters.

11
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In addition to the concepts of reversal, acceleration, and decelera- :
¢ tion mentioned above ard described in the general literature i

(2, 3, 2), several additional principals are embodied :

in the general GARS-type algorithms. These relate 1o the

observance of boundaries on the admissible values of parameters,

procedures ftor periodic reinitialization of GARS so that the

record o1 best-to-date-performance dces not become misleading

if the performance surface is varying with time, and use of certain

methods for controlling the directions and lengths of random steps.

Avl of the probabili:ty state variable techniques, including GARS,
offer rapid convergence and have the ability to deal with the :
problem of time-varying surfaces and high levels of noise in

s A it el e s Pk 'l

measurements.

-

The method or methods used for storage of performance data are
of great importance in advanced versions of self-organizing and
learning systems because the efficiency of such systems is
highly dependent on the memcry processes used. This is ]
particularly true for multivariate systems: if one uses conven- ‘
tional methods, the retention and accession of information

become increasingly difficult as the number of variables increases.

h A A A, £ RSSOl M (M s e

Accordingly, those procedures suitable for encoding long-term

memory for self-organizing and learning systems were investigated.

bt 2 i e d

12




3.3 Composite Sesrch Technique Combining PDF and GARS Algorithms

Each of the techniques described above has certain advantages

and disadvantages. GARS is fast and accurate, but its conver-

gence rate is somewhat dependent on the choice of a starting point.
GARS can sometimes spend considerable time extracting itself from
local maxima. PDF can more accurately learn the general topo-
graphy of the performance surface and, consequently, it can distin-
guish between local and global maxima quite well. Its main disad-
vantages arc that it is slow and it is unlikely to discover the
centroid of the glehal maximum without high expenditure of resources
(i.2., large amounts of searching in the immediate vicinity of the

global maximum).

A more general and powerful approach would be to combine PDF and
GARS. The multimodal statistical capabilities of PDF would be
substituted for the unimoaal statistical stra.egy of GARS'
random phases. Such a method would not only retain the virtues
of each algorithm, but would vield other benefits not possessed

by either alone.

To begin with, PDF provides GAlS with a gonod starting point This
can be either the best single point found by PDF or the cluster
center of the mode possessing the highest performance valae. If
there is more than one extremal noint of interest, the PDF results
can be employed to locate the regions in which they accur, and to
initialize a search in each one. The knowledge of the topography
of the performance surface acquired by PDF cwn also be used to

more effectively prevent GARS frem falling into regions with high

resource penalties or low performance score,

Perhaps the most important benefit of combining PDF with GARS is
the iacreased sophistication and efficiency that PDF can give to
the second and third phases ol GARS (the statistically biased
search phases). As GARS is presently formulated, a unimodal pdf
is generated, centered at the current best-to-date pcint, and this
distribution is used 1o choose the next trial! point. This method
15 a considerable improvement over simple random sampling, but it

mainly confines the search to a (Gaussianly--shaped) neighborhood

13
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of the current best-to-date point. Limiting the search in this
way both slows convergence and may result in the search occasion-
ally and unnecessarily beconing stranded on a local maximum for

a long period. Substituting the multimodal distributior function
adaptively devcloped by PDF will provide GARS with much more
information about the performance surface. This wiil enable

GARS to make better choices of new trial points. The results of
each trial can be used adaptively to update the pct model, lead-

ing to more etfficient searching.

3.4 Experimental Proczdure

The procedure followed in this investigation was a modest first
effort at approximating the cumposite search algorithm described
above. It does, however, demonstrate that combining the two

techniques is both feasible and desirable.

The experimcntal procedurc was as follows. The test surface

was selected to be the performance function described in

Section 2. 1t was first searched (for the global maximum) using
the PDF algorithm. This consists of an initial random sampling
followed by a clustering analysis, then a pdf-guided search,
until the system's resources were cxhausted as described above

in Section 3.1.

GARS was initialized in three different ways. First, the random
phase was deleted and the firsl biased phase started from the

best point found by PDF. Second, the random phase was again
deleted and the biased phase started from the center of one of the
clusters formed by PDF from the points in the top performance
class. These tirst two schemes for selecting a starting point for
GARS, in effect, substituted PDF for the random search phase of
GARS. The third technique was to use a cluster center from the
icwest performance class as the stariing point fcr GARS. This

ensured that the starting point would be far enough from the

14
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global maximuam te allow for a valid comparison to "better” start-
ing points. In this third case, the initial random search phasc

was reiained.

Tabie 5 summarizes the 42 experimental searcnes that were made

on the tive performance surtaces. NDIM i the dimensionality of
the surface; KTOT is the number of samples in the random phase of
PhY (note that for NDIM = 2, 6, snd 19, there is more than one
value of XTOT). Changing the number of random samples affects the
structure of the cluster model and the percentage of the initial
resources that is consumed. The strategy for the pdf-guided
search is therefore altered as well., The GARS starting point is

identified in cone of five ways:

X* - PDF best point

e Center of cluster in top performance class

) (if there are more than one such cluster,
thevy are numbered consecutively, Xy.X,, etc.)

EB - Center of cluster in lcwest pervformance clas 3

X, - Origin of space (2 and 20 dimensions oniv)

xc - A random point (2 dimensions only)

To ensure that ;B was not too far from the global maximum to be
validly compared to x* and x,. X5 and xc were used as checks,
The values of all the starting points are listed in Tables 6
through 10 along with the final (best) point and, for each value

of NDIM, the location of the global maximum.

3.5 Jilustrative kxample

The results of the 42 searcnes are given in Tables A-© through
A-11 of Appendix A. To clariiy the expe.imental procedure and tc
alid in interpreting results, Run 1 of Table A-1 car serve as an

illustration.
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TABLE S

. ket

FORTY-TWO SEARCHLES MADL WITH COMPOSITE ALGORITHM
GARS
Starting
Run Number NDIM K101 Point
1 2 50 x"
2 2 50 X
3 2 100 X
4 2 100 x
5 2 200 x'
6 2 200 "21
7 2 200 X,
8 2 200 xq
9 2 200 X,
10 2 - Xg
11 2 - x,
12 2 200 Xp
13 5 100 x*
14 5 100 El
15 5 100 X,
15 5 200 x*
17 ] 200 ;1
18 S 200 xo
19 5 200 i;
20 5 200 e
21 5 200 Xg
22 A 200 *g
23 5 200 X,
24 5 200 Xg
25 5 200 Xg |
26 10 100 x* i
27 10 100 X i
28 10 200 x* ’
29 10 200 321 |
30 10 200 Xy '
31 10 200 Xy
32 15 200 X
33 15 200 Il
34 15 200 Xy .
35 15 200 Xy ;
36 15 206 Xg '
37 20 200 x*
38 20 200 ;31
39 20 200 X,
40 20 200 Xy
41 20 200 Xg
42 20 200 Xg
16
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TABLY ©

STARTI 5 AND FINAL POINTS VFOR SEAKCLES
OF TWO-DIMENSIONAIL TLST FUNCTION

Run Number Starting Point Final Point
1 -.663 -.054 -.670 ~.045
2 -.G35 -.069 -.675 -.048
3 - . 666 -.048 -.667 ~.0189
4 -.640 .138 -.671 -.018
5 -.690 -.050 -.671 -.045 i
6 -.682 .391 -.0671 -.048
7 -.507 . 0414 -.675 -.047
8 -.886 . 165 -.671 -.0406
9 -.708 -.232 -.670 -.046 i
10 . 000 .0V0 -.670 -.031
11 .D70 -.990 -.672 -, 048
12 752 .698 -.672 -.048 i
. i
‘ True Maximum: -Q0.671, -0.046 }
: 1
i
i
1
i
]
i
i
i
i
i
i
’ 17 i
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Run 1 was o combined search n the two-dimensional test surface.
The locations, sizes, and amplitudes of the pertformance function
weie given above in Tables 1 thrcough 3, ard the location and functic

value of the global maximum were given in Table 4.

The system initially possessed 400 units of resources, or 200

units per dimension. Fifty random trials were made, egualliag

25 per dimension. The system resources are depleted on each trial
by the diffeience between uniivy and the maximum function value,
whichever is larger, and the function valuo of the trial point.
Since the minimum function value is approximciely -1, the average
function value should be appreximately O, ard tne ronalty per
random trial is approximately 1. This is csnfirmed by the rescurce
coasuwnaption in PDF1, the unbiase: random search--52 G0 units for 50
trials--whi:h constitutes a loss of 13.15 percent of the total syste
rosources. The best poiae found by the random searcnh it Run 1 had a
furstion velue ol 0.9897, ¢r 27.4 percent of the maximum value of
1.0164.

In order to facilitate comparisons between experiments, the di--
tance from thc¢ best point to the ¢lobal maximum has been normal-
izoed by the maximum diameter of the hypercubical space. For »ach
of the five test surfaces the sonce is 2 hypercube with winch
almension taking on valies from -1 to +?. Therefore. the maximun
distance betwcen he two poinis is 2 x (NDIM)é, whoere NDIM i3

the dimensiona?ity of the .es- surface. Thus, for Run 1, the

normalized distance rom the best 1o the manimurr 58 G.02.

PDF2, the sccond section of PDF, is a ¢lustering analysis. Iin this

case, the 30 sample poirts fall into 12 clustors.

PDF3 is the guided scarch phase. In this casc, the system resour :ec
were ncot expended until 500 trials (250 trials per dimension) had
occurred. This is a strong indication that the seerch is focusing
increasingly cn the higher perfermance c¢lass as 1t =honid, as

explained above in Section 3.2, The 500 trials consumed only
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347.40 re¢source units, or .70 units per trial. This is substan-
tially lower than the average of 1.05 units per trisl in PRF1,
indicating that the average performance is considerably higher.
The resource consumed in PDF3 was 86.85 percent of the initiail

system resource, that is, all that remained upon terminating PDFL.

The best peint found by PDF3 hasg ¢ function value of 1.0153, which
ig 99.9 percent of the maximum value. The point itsell is a negli-
gible distance from the global maximun. The difference in function
values between the PDF3 best point and the PDFl best point is
0.0258.

The GARS search in Run 1 is begun with the best poiint from the IDF
search as shown in Tables 6 through 1Q. Pavrt 1, the randem search,
is decleted since PDF has already fulfilled the purposc. Parts 2 and
3 of GARS., the hiased search phases, are allowed to run for a maxi-
mum of 50 it:vations cacti. Necither pars can inprove on th=2 starting
point. (Al Lhe current stage in the development of CGARS, Parts 2
and 3 emplov 4 unimodal pdf, cerntered at tine current best point.

Lo choosze the next irial point. The multimodal distribution gene-
rated by the PDF algor:thm has not vel been incorporatec as dis-
cussed in Sectieon 3.3.) The gradient scarch phase, Part 4, is also
azllowed 50 iteratiocns; it succeeds once in finding u better point.
The function value o!f the point is 1.0158 or 99.9 percent of the
function maximum. The normalized distance from the n»w best point
to the global maximum is 0.03. Mote that it is possible for a
point farther from the global moximum toe have a higher funciion
value than another, closer point.) +“r: fine-tuning phase ol GARS,
Part 5, 15 allewed only 20 iterativns; it improves on the best

pol t once, The new best point hes a Turztion value of 1.0164,

the maximum function value. and is at a near-zero normalized dis-

tance frorm the global maximun.




2roerall 1n Run 1, then, GARS was allowed to make 170 iterzations
atid had two successes. The best point, its percentage of the

saximm vaiue  and its distance frorm the global maximum, are as
piven for Part 5. The improvement of the GARS highest funcition

vitiue over the PDF highest function value is 0.0009.

3.6 Results and Conclusions

Tabies A-1 through A-11 list results by run,; Vigures 1 through 3

vresent the most significant overail results of the investigation.

Figure 1 shows the percent of maximum function value achieved hy
LDEF as a ifuncticn of the estimated number of triails per dimension.
The estimated number of trials for a given experimnent is the
pember of trials thoe sygtarn can be expected to meke beiore running
vt of resources.  Tu is computed by dividing the amount of initial
sVstem recource by the estimated average resource conswaption per
trial. In this problem, the vaiucs of the performance function
ranged from -1 to +31, and the estimated average resource consump-
tion is one unit per trial. Then in the case where the initial
sSvstem resoarce is 400, the estimated number of trials is 400;

i1 the dimensionality is 2, the estimated number of trials per

dimension i1is 200.

Figure 1 also illustrates the rate at which the global maximum
is reached with respect to the number of trials per dimension

4 search is allowed to make, It can be scen that given enough
rescurces to take approximately 200 camples per dimension, PDF
can converge to the global maximum. This is not practical for

problems of high dimensionality: GARS or a similar technique

is needed Lo supplement PDF for these higher dimensional surfaces.,
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Figurves 2 and 3 indicate the influence of PDF on (}AHS.l’/ Figure 2
illustrates the number of successful poves por dimension (start-
ing {rom the BHr hest point) that GARS requires to wehieve the
poaximue function vaiue, as a tuncetion of the estimuted number ol
trials per dimension in PDF1., More time spent in PDi improves
the performance surface model and thus enables GARS Lo operats

mere et ficientlv.,  GARS would be oven more effective 11 i1 aere

modi fied to take fuller advantege o1 the BDE model .

Figure 3 shows clearly that GARS in combinatior with PDF is more
powerful than GARS alone. For each ot the five performance
surfaces, the number of successful moves per dimension for GARS
to achieve the maximum is given as a function of dimensionality
for each of three starting points: x‘, the DPDF begt point; >,
the cluster conter «f the best periormance cluss: and ;B' the
cluster center fTrom the low performan-ea ¢l=is used as an inde-
pendent starting point. In tie cases where there wvas more than
one cluster in the top performance c¢lass, the number of moves
plotted is the average number of moves for a1l runs which reached
the maximum (s¢e Table 5). Except for one casc (N - 15 tor

X - xl). GARS reached the maximum more quickly trom X than irom

3
and most guickly trom x . (The minimas at N = 10 i= probhahly

*

Xy -
a funetion of the particula» test =surisce used.) In the case of
X = Xp for N~-15, ihe GARS random search gquickly found a point

witt A function valne almost as large as those cases using the

* —_ .
Pol'-generated v and X as starticg voints. This point wos located

in a more favcerable position on the surface so that GABS spent
less time on the biased searches and the gradient search. It
is readily osppavent that DPBF i5 a2 valuable preliminary stew to
GARS, and can protfitubhly boe substituted tor the random search

phase of GARY.

l’ln Figure 2, the value for the ten-dimensional problem has been
set off separately and not buen included in the interpolations.
The ten-dimensional searech discovered its best point in the

first, smallest (100-noint) randem sampling in PHDF. It did not
improve on this value in a subscguent 200-point random :carch

or in the guided <searches (ollewing the random searches. Thus
the PDY results, the GARS starting noints. and the GARS perform-
ance are not corparable to those far the other probloems.
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¢ PDF enables GARS to find not only the global maximum, but f
' other maxima in the high performance class. The ability to

locate local maxira can be significan. for certain probleus.

e O et

. For instance, it may be desirable that a system be able to operate

in more than one region in its parameter space. In other cases,

operating at or near the global maximum may be unfeasible if
this value is close to a catastrophic operating region. (See
Run 24, Table A-6 and Run 30, Table A-8.)
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SECTION 1V
ASSESSMENT OF THI COMPLEXITY OF A SEARCH (OPTIMIZATION) PROBLEM

4.1 Need for a Measure of Complexity

A major problem is to estimate the '"complexity” of a search problem.

Complexity of the performance hypersurface can be defined to be
(1) the number of modes (peaks), (2) their locations relative to
each other, (3) their shape and volume, and (4) the estimated
maxinum performance value within each. If this information woere
obtairnable beiore begirning a search problem, these data would not
only specify the complexity of the search problem, but would also

probably identify the most appropriate search stirategy.

4.2 Applicability of Cluster Analysis

It was shown in the previous effort (11, 12, 13) that a clustering
algorithm can be useful in pointing out regions of a performance

i}

£z
1

iave significant locations, volumes, or periormance

values. It can locate both peaks (maxima) and valleys (minima),
and give information concerning the size, location, and approximuate

extreme value of each.

The procedure to be followed is very similar to Parts 1 and 2 of
PDF: 2 random search followed by a clustering analysisl/ (see
Section 3.4). The periormance space should be sampled extensively
enough to ensure that no large regions are neglected; that is,

the space must be sampled fairly evenly, with no large unsamplced
gaps, to minimize the possibility of missing a potentially signi-
ficant extremum.

Following the random search, the sample points are divided into
periormance classes according to their associaled function values.

The classes need not have equal function value ranges (i.e., the

1
L/ The Mucciardi-Gose CLUSTR algorithm was used {(10).
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diliference between upper and lower bounds). or contain equal
numbers of sample points. The number of clussces is limited only
by the number of sample points; that is, there should be a
sufticient number of points in each class to make a clustering

analysis useful.

sach performance class is clustered separately. The fcllowing
information is determined: number of cells in each claass,
location (i.e. center or mean) of each cell, size of each cell,
number of points in each cell, and a list of the identity of

cach polint in each cell. In addition, an optional "intercell
analysis” may be performed. This analysis locates and identifies
pairs o celils which overlap, whether they are in the same class
or in different c¢lasses. For a given pair, the intercell analysis
also estimates the percentage of each cell's volume falling within
their common region.

4.3 Iliustratave bxamplc

-y

A sample problem is the clearest way of illustirating the utility

ol clustering analyses as a means of assessing complexity.

The two-dimensional performance surface employed in this study
was deacribed in Tables 1 through 4. The locations, shapes,

and sizes of the five performance modes are illustrated in Figure 4.

The smail ellipse for each mode is located av one "size factor”
distance from the center of the mocde--the large ellipse 2t teice
that distance. The pertormance surface consists of three modes of
positive height {3, 4, and £) at the left of the surface, and two
modes of negative height (1 and 2) at the right of the surface;
that is, three peaks and two valleys. There is a moderute amount
ot influence bectween Modes 1 arnd 4, and 2 and 3; strong influence

between Modes 3 and 5, and 4 and 5; and very little influence

between any other pairs.




'TGURE

4

TWO-LIMENSTONAL

TOCATIONS
FIVE MODES O ik

PERFORMANCE TS VU HCTTON

AND SHAPES OF

T

]
{
:3

ORIt

> R P RO P S PO IR
o ienatt ' Tl S . =

[N

a2t s s i Smes e

ke s At v




Fov this problem, the four performance classes are divided as

follows:
Class 1 - 0.5 < P
Class 2 - 0.0 < P < 0.5
Class 3 - -0.5 < P < 0.0
Class 4 - P < -0.5

Given the amplitudes of the five modes (as listed in Table 3),

we should expect the clustering analysis to construct one or more
ciusters, close together, in each of the two extreme classes aad
several distributed over a wider ar<a in each of the two middle
classes. A middle-class cluster represents one of two possi-
hilities: a verformance mode with its extreme value in the perform
ance class in question, or a region of transition between u

higher class and a lower class. The intercell analysis described
in Section 4.2 above is useful in determining what a given cell
represenis. In the first case--a mcde with its cxtreme value 1n
the class in question--the cell will overlap primarilv with cells
of the next lcwer class if it contains a peak, or of the next ’{
higher class if it contains a valley. In th? serond case--a transi
tional region between a higner and a lower class--the cell will
overlap with cells from both classes, and possibly with other cells
from its own class.

The cluster analysis was performed first on 50 points taken randomlvy

from the surface as shown. It produced 12 clusters, distributed as
follows:
Class 1 - One cluster
Class 2 - Five clusters
Class 3 - Five clusters
lass 4 - One cluster




The iocotions, shapes and sizes of the clusters are illustirated
in Figure 5. Notice that the surface has been incompletely

sampled; some of the outer portions of the surface are noat included

in any of the clusters.

However. ecven given the sketchiness of the sample, the cluster

analysis gives very gignificant resulis. Cell 1, tae single
cluster in Class 1, contains the globa! maximum: by 115 position
and si1ze it also indicates that the mutual intiuence of Modes 4
ara 5 has broadened the area of pertormeonce o. Class 1. Cells 2
througih 4 describe the region resulting frern: Mode 1 and cne

waning intfluence of Mode 5. Cells 5 and 6 are limited 1o one
point 2ach due tc the limited sampling in that region, but
they indicate the Class 2 region resulting from Mode

slight influence ot Mode 5.

L oand some

Cells 7 and 8 cover some of Lhe tronszitionai are:. hertween the

prositive Modezs 3 through 3, and the negarive Modes 1 and 2.

Cell Y includes not only a good deal of transitvicnal areu. but

also most of the region dominated by Mode 2. Cell 10 contains

only one point, but that point, since it is located on the

outer boundary of Cell 12 (the only cell in Class 4), helps

to define the limits ol Class 4. Cell 11 aisco contains a single
poini: it helps to determive ohe boundary between (Ciass 2 and

Class 3.

Cell 12 contains the center of Mode 10 its shift downward is due

to the influe-ce of Modes 2 (negative ancg 4 (nositive)., It is

noticeasly Targer than Cell 1 sones Mode s larger than Mode 5.

St G

. )

POR IS e A RB

-

Nttt LA TN Tsm 5 . s s PO B i, ol s Ao



<5
{
k
3
E
t
p
Y 1
9
i
7 1
( i
-7 ~ ]
K
»/ 4
’ {
-’ ,
;
;
' -
! 12 ;
k : j
e i
' i
Q . 4
\ i
N\ z ‘
N : _:
- ~ : ...‘. .{
e :
: 10 i
{
¢
4
H
.
1
£
i
l oD | i
i
{
1
3
]
:
§
i

Cluss 1 (Cluster 1)
- - - - Cluss 2 (Clusters 2-6)
Class 3 (Clusters 7-11)
-. .- Clauss 1 (Cluster 12)

Y O U O N PP

P

CIGUEE O CLUSTLRRING ANALYSIS OF Till: TWO-DIMEXNSTONAL
PERTORMANCE TEST TUNCTIOXN
(VRO A H0-DPOINT SAMI L

i

306

<

Nadt . ewdate a



S ER e R R T TR TR e A

In these examples, the modes ir the middle performance classes B
(Classes 2 and 3) were not isolated. To find them it would only 5
be necessary to increase the random sampling and to make the

performance class values rarrower. Eventually, each peak would be

represented by a cell containing the local! maximum, 3urrounded by

rings of ceils from decreasing performance classes. Similarly,

each valley would produce a cell containing the local minimum,

surrounded bv rings of cells of increasing performance classes.

The function value of the cell centers in Classes 1 and 4 would

give fair approximations of the glcbal maximum and minimum. ‘B

A second cluster analysis was performed, this time on a 100-point T
random sample of the same surface. The results are shown in

Figure 6. Due to the increased density of the search, the model

defines the houndaries of the four classes more precisely. It
is easier to perceive the transition trom Class 1 through Classes 2 d-;
and 3 to Class 4. in addition, it is ciearer that the cell in

each exntreme class is actually surrounded Ly a ring of cells in

the next lower class {(the Class 1 cell surrounded by Class 2 cells)
cr the next higher class (the Class 4 cell surrcunded by Class 3
cells).

In tests run on provlems of higher dimensionality, it becomes some-
what more difficult to interpret the results. However, it is evi-
dent that cluster analyses, when properly interpreted, are able

to provide excellent informatiorn concerning the complexity c¢i high-
dimensional surfaces. This can be scen from the fact that a cluster-
ing analysis of any random sampling cf onc of the surfaces ¢ ploved :uj
in this project alwavs vielded at least cone cell which contained '
the global maximum. In additicon, the numbher of cells in any class

was equal to (and in most cases greater than) the number of per-

formance modes in thal class, with two exceptions, as shown in
Table 11.
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TABLE 11

COMPLEXITY OF PERFORMANCE SURFACE
ESTIMATED BY CLUSTER ANALYSIS

Cells In Class

Modes In Class
A2 3 4 -1
1 2 1 1 1
1 2 1 1 1
1 2 1 1 4
2 1 0 2 2
2 1 0 2 8
3 0 0 2 1
3 O 0 2 2
3 0 0 2 3
3 0 2 3

L/ Number of Points in Random Sample.
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The two exceptions are for Class 1 in the two 10-dimensional
searches. in the 10-dimensicnal problem, the three high perform-
ance modes are u3sually close in dimensions 6, ¢ and 10; Modes 3
and 4 are close in dimension 7, and 4 and 5 in 8. (See Table 1).
Their strong mutual influence results in a large region of high
performance, which is interpreted by the clustering algorithm,

as a single cell (in the first case) or as two overlapping cells
(in the second).

4.4 Conclusions

It can be seen that clustering analysis fulfilis the nceds of a
complexity assessment: it can discover peaks and valleys,

report their locations, estimate their sizes and volumes, provide
information for search initiation, and approximate function values.
In aadition, it can locate and characterize transitional regions.

Therefore, the clustering algorithm does provide readil
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SECTION V

EXAMINATION OF AN IMAGE-PROCESSING PROLLEM
WiTd POTENTIAL RPV APPLICATION

One persistent problem in both communication and weapons systloems
development has been the efficient encoding and transmittal of
digitized images. The technique most widely used at present i<
as follows: Each line of a digitized image is treated as 1 wave-
form, the waveform is encoded by performing a Fourier transfouv -,
The resulting set of Fourier coefficients for that line is then
transmitted, and the picture is reconstructed line-pby-line via an

inverse Fourier transform.

The set of Fourier coefficients contains as many elements as does
the line of data itself (that is, the Fourier transform of a
100-element line has 100 ceoefficients). It has been found that

it i3 possible tc discard some 6t the coefficieuts associated wit

by

e

the highest frequencies and transmit the remaining

n
)

racti

2

n

(1, 4, 5, 6, 7). A problem arises in deciding how many coeffi-
cients to retain. Of course, fewer coefficients retained and
transmitted implies faster and casier transmission and recon-

struction. The penalty lies in poorer image resolution.

Since the area of fast Fourier transiorm (TFT) retention angd recon-
struction has been thoroughly explored, it seemed bereticial to
approach the basic problem -- high accuracy of reconstruction with
minimal data transmission -- in an encirely new manner.

Instead ol viewing the digitired image a line-at-a-time., the
image can be considered as a matrix with each point (element) i
possessing three desceriptors: row. column, and grayv level infor-
maotion (e.g.. reflectivity, visual density, etc.). Approaching
it in this way enables one¢ to visualize the image as a three-
dimensional performance surface. That is, grav level informaticen
(y) can be regarded as a function of location (row, Xy . and

column, x

2)‘




Tnis approuch has three main advantages over the row-by-row approach.
First, the eve drnes nct perceive an image in horizontal bands,

but as a whole; an encoding technique thut does the same can polen-
tially achieve improved subjective information content. Second,

by treating a continuous area, an algorithm will be more sensitive
to interesting ieatures (e.g., large patches of one gray level, or
a repetitive pattern) than a row-by-row analysis can be. Third,
identification of regions (i.e., '"clusters") of a given gray level
in the image a8lso provide the first stage in recognizing classes

ot objects, c1r "targets” in the camera's visual field.

The problem of image encoding resemblies more closely the problem
of assessing complexity (Section 4 -- locating and describing 11
extrema); than it does the problem of optimization (Section 3 --
iocating a single extremum). Therefore, clustering analysis
appeared to be gquite useful.

5.1 Descrintion of Problen

The problem considered in this portion of the project was the en-
coding and reconsztructicn of a photograph of downtown St. Louis,
shown in Figure 7. The picture contains very light areas -- the
sunlight reflecting from the metal arch -- and very dark areas --
shadows of buildings. It is a rather detajled and complex picture,
particularly because areas of commnon gray level are not always
contiguous.

The figure was digitized by division into 32 rows and 32 columns.
or 1,024 separate locatious. Two hundred and fifty-six levels of
gray were used for each of the 1,024 locations. The 28 gray levels
were condensed into five bands from 1 (black) to 5 (white). The

hands were approximately logarithmically chosen as recommended in
reference (8j:

Gray Level Range Reduced Range
o - 34 1 (black)
35 - 79 2
80 - 138 3
139 - 215 4
216 -~ 256 5 (white)
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A scheme for peinting out the digitized picture by compiter was
devised as recomnended in reference (8). The computer recon-

structior is shown in Figuve §.

The digitized image was enccded anéd reconstructed in two wuys.

First, each class was clustered individually and the picture was

reconstructed by assig. ing eachk point in the 32 x 32 location
matrix to the cell nearest to it. Second, and independently, ihe

picture was subjected to a row-by-row Fourier trarnsform and reZon-

structed several times, varving the number of coefficienis retained.

5.2 Clustering Results

A clustering analysis was rerformed separately on each performance
class in the following manner.

The following number of cells was gencerated for each class:

et hame o d i an .

Class 1 (black) - 17
Class 2 - 21
Class 3 - 17
Class 4 - 99
Class 5 (white) - _ 8

163

Figures 9 through 13 show the locations of the various cells in

each performance class.

The picture was reconstructed from the 163 clusters in the follow-

ing arbitrary way: Each poin®t was e¢xamincd separately; the

f e misan i

nearest cell was found and the pcint was assigned to the perforrmance
class associated with that cell.
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¢ The 1,024 points in the picture matrix were scparated into the
five perfcrmance ciasses. The table below shows the number of
points per class, and the percentage of fhe tctal number of points

in each class.

Class Number Nnmber of Points Perceutage of Total Points
1 74 7.23
2 82 3.01
3 77 7.52
4 744 72.66
5 a7 _4.59
1.024 100.

By far the grcatest number of points is in Clas., 4, which is the

gray level that includes all of the sky (see Figure 7).

Initially, the matrix information was input to the cluster

analysis row-by-row, from top left to bottom right. However, for
subsequent clustering analyses, the points wichin each of the

five classes were randomly presenced. This enabled the clustering
algorithm to exploit its ability to locate regions of interest.
Additionally, avoiding a row-by-row analysis emphasized the con-
trast between encoding by clustering and encoding by Fourier trans-
forms. The reconstructed picture for the cluster analvsis is

shown in Tigure 14.

5.3 Fourier Transform Results

For the Fourier anailyses, the picture was transformed and encoded
row-by-row, resulting in 32 sets of coefficients, each set contain-
ing 32 coefficients. The picture was reconstructed in five ways,

cach using the following number of coefficients:




FIGURE 14:

TXXXXXXXTOUO@S X XXX XXX XXXXXXIT XYY
XXITXXXXX€OSQEY Y X XY XTXXXXNXXXXXTX
XXXIXXXXXX@GQEX Y XY XXX I IXXXXXXXYX
IXIXXATXIXO@EE XX X IR XX T XY XY IXXXXY
TXXTXTXXXXXIXIX XXX XXXXXXYXXXIXXX
YZATXXIXIXXTOXXZYXROY XXX YXXXXT
1903887770493 0803330000 8801 xxx
IXXIXGEGE XXX I YTAIXXLAX xxx
AXXIOEEEEUNTXIXXITIXXNLL xxx
XXXXXESEXXXXXIXXXX XXX YXY rxxx
IXXXYSEXX XXX T YXXXYXII VY XXXIIXY
1663388330 883382300280802000.020 54
XXXXXXXYXZXXXYYX XXX XX
XYXXYXFIY XYY XXLY XXX YLIXY
TXYBECOX XXX IS YA IAX XTI ARXY XY TXY
TXXWROBXIY XYY XXX NXLL XXX Y X YY)
IXXSERY XX XY XX XGRS SMAN XYY XX 1) ¥
IRTTOXXXXIXYXAXXEES yYXrx =X
0335585345303 RSLTY ] IVASST FELEE
TXXXFXXIXXXTIIITXXSGOOUY Y XX ==z
IXYREIXYXXXXTSXX Y@ 66€ " AXXTXYYY
TXRBEI XYY IX XXXV IGNBE Y XTIV
XRRIR XXX XXXXIXX Y YV RBAX Y XIXRXY
BIRRBRT I XN TR XX XX XXX XTI XY XX
QYRS SSS I X ===z XXX XXX TXXYEXY
LI Y T2 X227 4 treYIXYYYRYYYYY LY
28805555 SXXEFYXTXIXXINEX
YXXXLESEIIXTXIINX

RECONSTRUCT ION OF PICTURE FROM

CLUSTER STRUCTURE
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Reconstruetion Number Number of Coefficients (out of 32 max.)
< 1 31
2 29
3 23
4 15
7 A

In al!l cases, the highest frequency coefficients were eliminated;
this means that the data were low-pass (spatial) filtered. Since

the first two reconstructions are very similar to the original

4 ek de Ae LaCh fai

transform both in number of coetficients and in reconstruction
accuracy, only ilhe last three were considered extensively. Their

reconstructions are shown in Figures 15 through 17.

5.4 Comparison of Results

The subjective accuracy of the cluster reconstructed pictures
is less than that ol any oi the Fourier reconstructions. However,

this is probably attributable to the coarseness of the digitiza-

Al A hoae maw o

t ton and the resulting large size of the clusters -- particularly
those in Class 4 (as shown in Figure 12).

PRI

Various objective mecasures of accuracy enzble more guantitative

comparisons to be made. To begin with, it is important to consider
the reduction in transmitted information achieved by each of the o
algorithms. The amount of data initially available is 1,024

"performance values' (i1.e., gray levelg).

The amount of information transmitted after clustering is equal to

two scalars for each onec-point cel! (location coordinates) and

fcur scalars for each larger cell (two locaticn coordinates and o
two size factors). The amount of information transmitted by the
Fourier transform method is the product of the number of rows

and the number of coetficients retained per row. Table 12 lists :
tne reduction in irnformation volume for the cluster analysis and :

the jast three Fourier analyses. There are two ways of descriting the :
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FIGURE 16:

TXXXAAXIEXXGO@O XX XTCXXIXXXXLNTKX
AN A XYY Yy GG XXX XXX KX AR RXLAALK
TXXXXXXAASE 9 XY CXXYYAYEX S OIXXY
TRXXAX Y XSS I XX XX T XXX XXX XL AXR
TOATX XY S S XX I XXX XXV XY XXX AN LY
XXX XXX S G Y XXX XXX XIS KX XXXXXXXY
TAXXXXGOOGX XXX X XXIXXXAXXEXAXIXK
T XXX ORI XX XXX XN XXX YR XK ==X
TXXXXXESEX XX XXX XTXRZXXXXX XXX
IXXXNEDUSY XXX Y XX XXXXXIXIXIX:
XXX OBIXXXXNXXXXXXXXNYXYY
YU REEEGS XXX XIXXT XYY XY XX
IXEE6OFG I XXTXXXXIXXXXIXXXXXXXXXK
TXGGOSEX XXX XXXXXXY S XX XXX
TX6OBOX Y XTXXRXXXXXXXXKX XXX L
TXSOROX XX XXX XXX EQOEXIRXXXY
TXGMBOXXXIXXIXXXX 698V XX XYY =
18 GXXXXXXXXXXXXSEORIXXTAXY
XXOGOS XXX XXX XXXXNSGOEOGX XY XN =
R{TY (1D S0 90 89004 YY YT ITEDASE
TEOREEXIXXXRIXXX LXK OOS I XXX

XSO XY XXX XX KXY 568 NOEXXXX Y~
I 220 0038804503877 Y IS0 SRR
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RECONSTRUCT1ON OF PICTURE FROM FOURIER TRANSFORM
(15 LOW FREQULENCY COEFFICIENTS RETAINED)
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FIGURE 17: RECONSTRUCTION OF PICTURE FROM FOURIER TRANSFORM
{23 LOW FREQUENCY COEFFICIENTS RETAINED)
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i
TABLE 12
REDUCTION AND COMPRESSION OF INFORMATION
BY VARIOUS ENCODING METHODS Ji
i
H
Reductvion Ccmpression
Method of Encoding Number of Data Factor Factor
Information Cells (N) (1-N/1024) (1024/XN)

Original Picture 1,024 0.00 1.00

Cluster 504 0.41 1.70

Fourier 3 7356 .28 1.39

Fourier 4 480 0.53 2.13

Fourier 3 a7 G.78 4.57
i
i
b
é
|
i
{
i
;
]
i
}
. 57 j
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reduction of informition: one is the reduction fsctor, the

Traction of original information that has been eliminated

N
R =1 - =——=x=
1024
where N is the number of scalars treasmitted ftor a given recon-
struction; the second is the compression factor, the ratio of

original information to transmitted intormation

The cluster analysis compares favorably to the Fourier analyses;
its reductior in information falls between the third and fourth
Fourier transforms.

Another way cf ascessiag reconstructious is by comparing their

relarive accuracies point-by-pcint for the 1,024 points. Table 1

(2]

shows 'confusion matrices'" and resultant percentage accuracy for

edch ol the four reconstructions. Agaln, the cluster reconstruc-
tion compares favorably,; its accuracy 1is only slightly less than

that of the fourth Fourier transform.

Figures 18 and 19 summarize the results ol the two tables. The
accuracy of the cluster results falls about 7 paercent below that
which would be expected {rom a (hypothetical) Fourier encoding witlh

the same reductio: and compression factors.

These results are very encouraging, particularly in view of two
considerations: lirsi., the limited range cf the performance
classes is more favorable to the Fourier method than to clustering.
The clustering algorithm can readily dezl with almost any number

of gray levels; bat given a wide range of values Lo model, the
smoothing effect of 4 truncated Fourier transform would tend to

celiminate the extreme values, which might be the nmost informative.




TABLE 123
CONFUSION MATRICES OF VAR1O! 5 IMAGE RECONSTRUCT IONS

(a) TFT, 7 Coetficients Retained
Computea Class Value

I 2 ) 3 4 ____5»
1 1 45 18 0 0

. 2 1 0 5 53 {

Tiue ! 25 v 4 0 66.3 Percent
Class 3 3 6 53 15 0 Accuracy
7 3
Value 11 133 574 26
5 o] 0 5 2¢ 16
(L) FFT, 15 Coefficients Retained
Computed Class Value
1 2 5 4 ___5_.
1 ; 33 39 2 0 0
True ! 5 51 21 2 0
Cl:ss 3 I 0 8 59 10 0 SI.SRP(?I’COPt
Viluoe : B Accuracy
4 | 0 4 1 156 13
5 1 0 0 0 11 36
(¢) FIFT, 23 Coefficinnts Retained
Computed Class Value
] 2 3 4 3.
T
17 54 20 0 0 L
2 i 8 62 12 0
True .

O S B0 2 69 6 0 92.3 Percent
Class : - o
Value 4 0 0 24 3 Accuracy

5 0 U 0 4 43

(d) Cluster of 1,024 Randcmized Points

Computed Class Value

] 2 3 4 5
i
] 57 3 4 5 0
y o
True 2 17 48 8 < Y 80 4 p
Class 3 | 1 11 43 21 1 4 ercent
Vaiue : Accuracy
T4 8 31 40 638 27
5 0 0 V) v 7

Y P . g——— e m———— e —




R T 6 O T T ey T Liaan s ot o " WY T OO, o

i
[
1
¢

e .

100 r

80+

@

uetion

Cluster
Analysis
Fourier
Transforms

2

S0 1
401L

30 ¢+

Percent Accuracy of Reconst

20 ¢+

10T

O e 4 [ L i Il -] N -+ 1
L L] al L] ¥ L Ll

0.C p.1v 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

FIGURE 18: IMAGE RECONSTRUCTION ACCURACY AS A FUNCTION OF
INFORMATION REDUCTION FOR TWO RECONSTRUCTION
PROCEDURES

60




100 V\\ ]
N

90 S
i
50 + ® \
Cluster

Lo B e e in s

Reconstruction

- |

70 4 Analysis \ \ 3
Fouricr -

2 Transforms 3
T 60 4 |
50 A 3

10 [’

30T

Porcent Accuraey

20 o k.
;

0T
q
0 t + + + %
; 2 3 4 5 'y
Compression Facior: ¢ = 1—0~33 1

TSNP

AN 0 st 1 s

FIGURE 19: IMAGE RECONSTRUCTION ACCURACY AS A FUNCTION OF
INFORMATION COMPRESSION FOR TWO RECONSTRUCTION
PROCEDURLES

fa me a e e sDwalte badefie sat




Second, the reconstruction from clusters used here was an arbi-
trary and very ssmple method.  There are several other methods:
to ¢hoose irom; Tfor example, computing the performance of each
peint as a welghtoed sum of the values of the nearest clusters

or even of all the clusters. A morce sophisticated reconstruction
procedurce could increase the accuracy of reconstruction {rom
clusters well above that from a Fourier transtorm with the s:mne

volume of intormation.

5.5 Counclusions

Clustering analysis is certainly worth consideraition as a method
of image enccding and reconstruction. On a problerm involving a
very coarse sampic size (32x32), recoastruction {rom clusters
using a simple technique was only slighttiyv less accurate than
reconstruction via i1 Fourier transform with roughly the same
reduction of injormation volame, in addiiion 1o providing a

good reconstruction., clustering analvsis <uan find regions of

possible inlerest within the image hecause of its ability to con-

sider the image as a whole rather than row-by-row. This

characteristic considerably enhances its value as a tool in imagse

pattern vezognition and classification.
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SECTION VI
COMCLUSIONS AND RECOMMENDATIONS

The work effort in this studyv has been devoted to extension and
further development of search algorithms of utility

for self-organizing control systems reievant t¢ Air Force needs.
Avplications of these algorithms have demonstrated their cupabilities
for use in optimization of the parameters of human factors mod:is
that describe characteristics ¢ man-machine interfacce proolems.

The resulis of this study can he summarized as (ollinws

® Secarch methods developed in the previous study have
been extended to higher-dimensional multimodal
problems and have been shown to be verry effective,.

o A comnosite search algorithm incorporating boeth the
pdf-gnided search and the guiaed accelerated random
seacrch has been simulated and found to be more effec-
tive than either search algorithm alone.

® Clusterirg analysis for assessing thr complexity of
a search surface has shown to be of value.

® A new method for rmage encoding has bLeen formuiated
that appears to be potentialiy superior to methods
currently in use.

Further work should oe initiated (o ceek ways of making current
techniques more powerful, and te broaden their areas of application.
We recommend that the following areas e investigated:

& Extensive effort should be cevoted to ceveloping ap
algorithm that combines the best featuves of PDF aad
GARS. The substitution of PDF for the first portion cf
GARS has been demonstrated to be ar effective strategy.
The next st2p should be te combiue them into a single
algorithm and to insert PDP into the statistically
biased search pbases of GARS so that its multimedal pdf
model, which extends throughout the periormance space,
can be used to guide GARS in the choice of trial points,
rather thaa the present unimodal pdf model. Additionally,
provision should be made to explore iocal maxima as well
as the global maximum, should this be desirable.
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The use of clustering analysis to measure the complexity
of a search foptimization) problem should be examined

mcere ~losely. A technique is needed that will make the
cluster results nore readily understood as a measure

of corplexity. 7This i3 especially important in problems
of high dimensionality, where interpretation of clustering
results can be difficult.

The use of clustering analyses to encode and reconstruct
images should be developed using pictures with finer
divisions. A reconstruction function shkould be formulated
that wiil take more advantage of the benefits toc be

gained from clustering -- in particvlar its sensitivity

to regijons of interest in the picture. The latter ability
will directly couple this new encoding technique to
pattern recognition/classification interests.

64

St b it

oy

St ek et e Al A

ot

Mt i s

[V PRI S

JUSTRDI ST

v ren



[

(4]

10.

e Lo

SECTION VII
HEFERENCES

Andrews, H. C., A. G. Tescher and R. P. Kruger, “lmnage
Processing by Digita. Computer,’ IEEE Spectrum,
July 1972, pp. 20-32.

Barron, R. L., "Farame.er Spnace Search Technigues for
Learning Autcmata," Proc. 1966 Bionics Symposium,
Dayton, Ohio, May 1©66.

Ba-ron, R. L., "Inference of Vehicle and Atmosphere Para-
meters from Free-Flight Motions." J. Spacecrafts and
Llockets, 6, June 1962. pp. 641i-648.

Haralick, R. M.. "Glossary and Index tc Remotelv Sensed
Image Pattern Recognition Concepts,"” Pattern Recognition,
5, 1973, pp. 391-403.

Haralick, R. M., K. Shanmugam and 1. Dinsteiun, '"Textural
Features for Image Classification,'" IEEE Trans. Systems,
Man and Cybernetics, Vol. SMC-3, No. 6, November 1973,
pp. 610-621.

Harmor, L. D. and B. Jviesz, "Masking in Visua® Recognition
Effects of Two-Dimensional Filtered Ncise," Science,
Vol. 180, June 15, 1973, pp. 1194-1196.

Idelsohn, J. M., "A Learning System for Terrain Recognition,"

Bendix Technical Journul, Spring 1972, pp. 33-38.

MacLeod, I. D. ., "Pictorial Qutput With A Line Printer,”
IEFE Trans. Computers, Vol. C-19, No. 2, Februaiy 1970,
pp. 160-16%.

Mucciardi, A. N., "Neurcmim« Nets as the Basis for the
Predictaive Component of hobot Brains," in Cybernetics,

Artificial Tnzelligence, and Ecoiogy, Robinsc:i and Knight
(eds.), kashington: Spartan Books, 1672, pp. 159-153.

Mucciardi, A. N. and F. £. Gose, "An Automatic Clustering
Algorithm and Its Properti:s in High-Dimensional Spaces,”
IFEE Trans. Systems, Man and Cybernetics, Vol. SMC-2,
Anril 1972, py. 247-254.

Mucciardi, A. N,, E. . Orr. E. R. Jchnson, and R. L. Barron,
Investigation of the Theoretical Foundations of Self-
Organizing ard Learning Systems, Adoptronics, Inc.,
MzLean, Va., AMRL-TR-73-76, Aervospace Medical Research
Laboratory, W-PAFB, Ohic,6 December, 1973.

695

R e L B bt i it I e




N T IR TR AT SN e LAY M YT

. ey

12. Mucciardi, A. N., "A New Class of Search Algorithms for
Adaptive Computation,” Proc. 12th IEEE Conf. on Decision
and Controi, San Diego, CA, December 1373, pp. 94-100.

13. Mucciardi, A. N. "Self-Orgunizing Probability State Variable
Parameter Search Algorithms for Systems That Must Avold
High-Penalty Operating Regions,” IEEE Trans. Systiems,

Man and Cybernetics, Vol. SMC-4, No. 4, July 1974,
pp. 350-382.




APPENDIX A

SUMMARY OF RUNS 1 - 42 OF SECTION 3.5 ]

67

L T




TR A TN T laa S ata ey

bt

e rm e

Tétd oog - 9907 " SLOVOL SSTR 40 SIOWH MOILINNA N TINIFTIHC = LOIWIACUALE

#

R

VA OGN LC % 9 9
QIATFINDY TOTVN USSR o L€IT
STWUL TNISSTOING 40 44 & ITS

7 p(Snvmeviwe Jo ..:.z:zw..u,..

CIMIZTIV SNOIJVIFLII 4C 4 » YI2X

*

¢
L-c ‘Tovds 40 VILIWYIE WiV AT CIEIVUR0N CWORIAVY TIYLOIDOL ANIOL 1S WOVT IINE1ISIC QI TYWUCH » az¢
Toso o~ "] T _oboog [T T 400070 TGO T T3 g i mona s ]
. . -} T velfuo e nQTao\ I - I b B — W | = [oer ) REIZE7Y- 3
coo|goeoriried £ Or) In| TNy IN] O Jop f0o 00 Byey ) ou no.._SS\ ! o [
0O bbb YO b gs |oooloecsiTo sy ! o 1@ Olbbs w0/ ' 20 | bbb 3O o o e
roo|saslteod v+ oslanv|anl In] O {os|znm|en]| V] © INTIN|ING © | o5l ¢
coalbeslssed] s | el In| In| Zn| o {05 (100 |sss |ren il o IN {IN Hz~ o | os| 2
- = =11 R DU SR AN SR RS S R
ol By _16 il | [ : i HL T 13vd.
AN TPWLITR YT WAIY AN TINEY, 18IQ TINS YT AN O INIQ 3T Y AN YA RSHENSTY
L - : S
] SHVS
- e * |
S oa Paviefelle] i $Icro o wsrnoo AT WIRG IrWiro¥dwY
o0 @ o Q ' <o O go'0 qQ
Q o ovors 666 b 56 3N Wowisgw so o4
- 20/ TR0 SErQ!f S50t QINFINDY WA Lo
cort O bt 5879 5898 qQIUASNOY TIINOS5Y 340 9
£ro6T £ 9260 Op L bT =] 2 ¥ aA3NSMOD IITNOGSY
or o X 44 Qe [eXor NOISNTWIQ Y34 SIVIIL
Q¥ b Ortb Qos Qo SIVIL 1D g
¢3Cd
e [ =1 r7 $¥715017 305
- . ) . _zdad
ro o ro o | To@ oo »nzl
b b bth ' FLb yLh WA wnwiaew 10 o7,
¢ 86 O L6986 O _ 268060 L6860 Q3nJINDY FNTYn 15IQ
L6550 L sre! $1¢: QIUNSNTD 3IDIN0OSIT 40 9
8 g0/ LG g0 a9y s o9 rs AIUNSNST 3IENOS I
(X oL or Ssr NOIgwa 324 SINIBL
Qo QO Qs [v 24 ST¥iad 490 p
M2 AU Al g
Tadd
Keledrd o .OW..‘ . ) ~oor ‘0ot NOSNIWIG Fid JI4NOs Iy
OO0+ “O00F OO0 F oo ¥ SIo§N0STY IVI_IHL |
> > ! = c SNOIS ' wId 40 % |
13 = ol [ » ~y |
L-V Jd1dvd

Y

hady

PPV OPTY T



Titd

ColGIgMIWIE 40 VIQWNN)")
m.. .—NA P4 2V ]

s - T40s3¢ "2 (SLevOu USTT 40 SINIWA HOLLDANA ) TINIIFAIC @ LI UIAONLNT

INIYA MOAWIYY 20 %, WU Y
a3y TOTYA LSTQ . o7

SIUL INISSINS 4 44 »
QIMOTIY SHNOILYITILT D g

P

s T2

L]

‘FOVAS 30 YILFWYIEL WOWIXYW AL Q31 MUNON CIMOMavWl TYESID ol LNIOd ASIg WOUI ToNVLTIE CIZIVWLON « ON
r

o000 rCo0s cLIcQ £ réo o T 404 VIO INRTWIAONAWI ]
N —. B 0 T - TN S A — w2 jogiy oo _ TR .| g |o%! SIS
co clogerpuo il o= |oo oo §910 4 ) o low v |o oors90; ] op (0o o poorprion & Qr [
goolb belesToll € | op £ jos Cc olb bojasio ¥ | o l0cOb L RSO 2 _ os »
co o|vib of ¢ as 2 | os lrooligs p%eo ¢ |os | IN|IEIN|IN| 0 | 98 N
(00w |HEbol £ | oF 1 boswolsepporq v | os | Iv|Znv)IN| O | 0F 2
S Sy DR el el Bl _wu — |- l=l=] =3 = |- 1= T 1avd
IR *oWL ISIT RS VAT INS YOI AN EISIC UMY VALY 6N RTINSV LTI
SYVD
brcO O @ - bTO G PHE0 D W WINO LeGWINONAWT |
% < 19°0 1o o aw
g b6 3 bb Beéb NN WowIRYW S0 %
te1o/ i 819/ I #to/ rE1OY CIINDY IIVA L3R
TP ib ceeh ThtLk GRrSNOY TIFN0T Y I8 %,
2769/ 97587 8768/ 2% ¢st Q3uNINOD TOITMISIY
oS5/ Qsvy QN o5/ NOISNYWId 334 ST¥IaL
oog oog ooC oo SIVIFL 49 p
£4dd
- — Ep—— |
th 9 b 3 ¥ |ﬂ-v 843145017 uo.llil
23dd
00 roe to o &Q o TIN ]
beb bLb »EE peb ~07¥A wowizew 48 o
® 636 Q@ LHb36 O £ 696 9 686 © QINNNIV IOTVA AS3R
s o gsesr S Cs gscs QINASNOD TVINVLTE 4O 9
vg ore g o/l TR oy Tg ore AIWOSHIT T2INCSI
ool Qo QO Qo NOrSNIWIQ ¥TdL SIVIIL
cor ooy ooz ooz SIHIEL 5O
T4dd
— - ;o —
OQC Qor oup 1 ooz NOISNINIE, 374 3I9ZPOS3Y
Qo aop i Qok 1 ‘o0F $309nOSTE TWILINT
[ z [ z TNOSNIW 40 ¥
% L 2 £ = NNY

¢-V J'IGvl

70



T44;07 - M94630 93 “sLovoe LSTR 30 S300vA NOILINAA 0 L FEER 3 ._.2u£u>ox._bnt WA WOWIYLY 20 4 TVW %
QIAIIHIY INTYA LSTY o« ASTR
SIVIUL INISSTONNS uD , o IS
Z p(SNOtnIwie 40 sunm) o CIMOTIY $7.0LUNIILT 4Oy @ LT,
57t .ud«.aw A0 FIAIWYIC womix W Ae CIZNRPUN  Lomxyw TWROYD oL AMiod 57 WoOwd FINVLSIL nun_:ewoz.az+
) ) e N - T TEEoo 0 [ T38e viae TvwimacidwT ]
ool o | wlarfcorl T T T S laorl o T0T sloel T T T T 9 Toxs TIVIIAG
DO 0 0o/ $9/718 T | o logo vuosfsdo) T hge 7 logor T..:o\ ! Qe |00 jeawsuarl o 13
béb psvetl + | op ooosjzwoll ¥ | e Lo bbb tsioh y J oo lioolbplesar » | oo r
b ThLHn' A T | op oMb Tl 2 ! o Qs | IM I N 0 | ce Iy
zeolretd €| ap cosfered € | an s |os |icelseslemd ¢ | as 2
Lesrgsd 2o for gespresd b |or bolor) — =) L2 ¢ 1avd
QT IVRL ISP Sy $71Y I k3 Py oy T T[T YW IS TYRT UTIT _
— -
“ SYyD
b QO. ,IO F¥idd ARG LAFW AT ]
10 aN
266 N Wowisyw 40 2y
/I r»io/ TIANNVY I0IYA L3R
crdd AIWESNOD TS Iy 40 %
P7 LAY QN0 IIINAS Y,
oS/ NISNTFWIL ¢34 STvIdL
QoL | SIYINL 10 o
£40d
I T $3755015 e
24dd
rToo L
P FOIYA wnMmizys 210 %
¢ 5Q6 0 QIAIINDY FOVA 15IQ
gs e QIWISHOD IDINVETS 10 9
ne o1l CIWNSNOD IDFN0s3y
Qor NOIs 3wl JId STWIIL
1 Qo SIHIL 4O »
T TTTTTYadq ]
B L N 0o NOISN, Wi I7d 352 0OSTH |
00y T SI5¥N0S7E WILINT
z T r r FNOISNIWIL 49 &
S/ L Q/s & » NOL
€Y JUgvl

71

e awe .

vawn »



— B

[

e NI

TETTEECERST T T RTINS T TR e TR T AT T R e

S TR R A W

u._k._.wdn R nnnw_.nwn 21 g cucd LSIX 40 SIAIVA NOILINNA 8 TINIYIINC » h2u£m>ouesnx‘ INTIA WOWIYYN 4O o IV YL
A3AZIHIY TOTTYA ASTR « LSTR
STYHAL IMISSTIINS 4O g & IMS
0l-¢ N.«Gzc;zet.a o uwn...szw....... CICOTIY SNOUVATLT 309 = UL
‘Tovds do YLIWYIQ WOWIRVU AC A3HITWWEON WOWIAVW TYROTD 0L LANIOL 157 WOBA IFIONVLSIC 232)TYWUON .nz+
15370 ot/ o EOL) 0 | T80T T T3dd im0 ANIWIACIIWE
1 - 4 BB CEEE _ Q. K _ - G_ se[seslooo] T _ rel oot ...:J:SOJ
00 010 00/%% 4 S | 9p boo jover ety S Cooloow|nrd & o |00k ool |nb9) 9 | OF ¢
bod '676d Cr | oy buslere 2| b ‘-.ﬁo 45 st A [ »
£o|Ce6d B O OLh Sk O 766 3@& cr | set tesjeced 5| o5 c
vl In]lIn| 0 |os 5§ W\m , bitlsseq 5 | sw [ose pseod = | o 2
gl il S Wt Mttt HR R S W il R TR St Ml il I i 1 tavd
IN VWL ISIT VST VIIY] OV WY IV Y SISIT IoNT WY ¥ 831
s4uvy®
. I . - [ I—
[X=-T IR o Q rTCh90 Prord Pade VR0 LMIWInoddWT
&/ o o1 o o/ o o1 0 an
b6 e 2€ 9 tg cQ L€ &9 FYA Wounyw 40 %
v5aE 9 Lgbe < L@t @ 186t 0 IOV I0IVR 1377
mm.\h ‘6p 2 N A tohe LWL TIeNOS IV 20 <4
96 £aE boERC b 766C L2650 Q3uASNOT FI¥TOSTY
e F bez b Cd $ 2 NOISNZWI 334 SIVIIL
Lee ¢ I8 £ 7F £ 9C _1 514134 40 4
£3Ud
Lb £ e £r S37.:50°7 o |
_ 244d
779 D/ © 92 o 2/ 0 i
59 59 £9.57 | o7 5 5959 NN wowiave 30 o
L£9¢2 < 599 O .\dn 90 S9E20 QININIY I0IWA LSRR
TE Bk O S¥° 60 & b0 e QIWNSNOD FTINOSTI 40
Ol ye! o Qor ac 00 >g 00/ CIWOSNOD I ¥0T53n
Qk or oL Qr NOlgNIwWIQ I3L STVIIL
[ole¥od Q o/ Qa/ GOy SINYL 2O %
=2 - e
Kol — &g ! = og NOISIvNIFIL 27 29ITOSTL
ToF T O0F k ood | Q0> $309n0sTY WILINT |
< E2 ! k2 \0 m.to.w,b.m::.n "~ B
2/ </ ¥/ [~ = NOX
v-v J7dVL

e T e me T T TR TR VNN LA T ey T T a4

72



Ll e

e

e ot S madd A i ekt os i b Rttt RS S o et A e o e ln L R 1 L ettt teni
Eaidians g Rdeaktane. o iog ple - I

UNIYA RO WINYR 40 9, EITTIA
CINTIMDY LOTIYA LSIQ o ASHE
STWYL IMN:022008 40 4 « 2MS
TICIOTIV SNOILYIILT 40 g - V]I

4uhﬁkg - «,Ln,w.ﬂuﬁ ‘23 fsicvud JSPR 40 SE0YA NOILIAcE M FoM3P243€ » F2u5u>oxa.€n‘r..

Ry s AT U P (T . O R PN e ey o My NI ae

SETTTITRaTIM T prTYRe T ThrmAam marveen

L 7 g(SnoEnIw e 4o Figunn) 3 .
4
30vdS 30 YILIMYIC WOUIXVE AC dIZIWWHON LiCWrtyd TyRoyy 0L LMIOJ LSTQ WOUT FINVLISIC ATHIYUWEON « AN L
lod X7-2K< - T D o 2 S T TToRSe o T T ITL YO0 INIWIAONSWT |
. “ . | se[oezjo o} . TjerfJostoo] T o [ 4ejooerl . .  Toelooc FivaTAD
ool - \:V#L y |as ool - 67 5 9 poo] . iwmso| & | oSlago| - [mred S os ¢
weolryed @ | os G0ipibd ¢ | os @00/ 1550% O & ] OF poorrsteg & | 9F g
respnd 5| @8 tos|'6q ¢ | os 256 yete9) 1 | o s gblemad 1 | OS5 <
s ﬁb._\.o g | °s boR[akeed ¢ | O £2% _QJ r | o8 §s7psrd & | 7 2
— -ty =l =t~ =1 = = -l -l === === = ~ T L1ave
TR VAR T3IT SV 91X OGN X% ISTT 9W§ vaIaw 1T T VI AW LA TN L FY '
——— PER— § '
_ SHYD
] i
baeio bgc/ 0 {9er o Uor o TN e TGieaaul .
oo &L &0o r10 an '
£68c 692 b6 R bo B WIS Couare 40 % ;
pS9L O hS"t 0O $F57¢ O p59L 0 qQITINIY INTYA 237R
gy 15 =S [o TN op 1 QINCENTD IIYMOSTY 40 Y
Qy sOr Q6 S22 Q6 5o Qb LU QIWNINOD FIINOS3Y ™
CReS RS s (- NAS MOIINFWIA 3L STVISL ™
tse Lo [ [~ gIviaL 40 5
£444
e (Y2 I“ by T2 bé S¥2LTM? _wom
_I 1 74Ca
5,0 : 7770 7770 770 L
o7 o ST 787 5259 F0IVA NOWiZEN 20 v,
SwE 9 O S92 P20 So¢9@ 7890 aIIJAIV INWA Li5IR
S 3 CS9é 58 5k QINOSTD TIINUSTE 4O
Qrpo/ or pel Q' kb1 e 3 QIMNINDTD FPINCSIY
Qs op =14 oF Ol s NIwId Fid STVIOL
QOo& [e]=Tad coe Qny SINZL 4V B
T3dd
% I - - od i - og NOISNINIg 3L Z93NOS IY
VO 004 ‘Cop “00b SEOWrOLTY WILINI
o S5 £ 5 SNOISHIWIA 4 #
(<Xl 7 i £ 7/ w NOL
G-y A1dVL




r3 TR T e

3 Tt v - T003¢ 9 “SLvOL LSTR 40 SINIWA NOLLINAG f TINIITING » LEIUINOULBT MNIA WOV 0 o v Y
3 # QIATINDY TOTIVA LSYQ o ASTR
1 STIVES. INIVEIIVNE 4O 4 o DNS
; PA .“nmlo_n:al.n. a0 u;lszw..v . CIIOTIY SNOLIVI3LT 40 ¢ » V74T M
m ¢t TOVAS 30 JUIWYIC WMV AE dITIWREON LINWIFW TYEUTD 04 LMo 1SIG WO¥T FINYUSIC d32TYNYON » an,
XTI Croc' T N Ze0oL 0 A 2R Tl 3€d 3700 ANIWIAGHIWE ]
2 o | o - | oz |Oojo0 0| . ~ | @& |eoFogel .| . | o=]oop|oee o_ YR 2 37T
k 00l W Besq 5 (A5 (0] - fund 5 | BS |ovlewsfund 5 g5 |00 qo q as S
evpusd 1| as oo/ pesd | as teolred o 1og 0'v0r of ,
w s ersqd o | o5 946 puseq €1 | Qs 6s56lscen @ [ ap 786 I \ as ¢
,“. TS esqd 8 | as Tisisresd 9 | Q5 ¢ 58 2x9d ¢ | Qe % & _R& os 2
ﬂ -ty -]~ |-} |- =] -] -] }=t=]— | = | =] = T iavd
w QR VWL, TSI ST 9IS O PWE ISW INS SILTUR IS R ER Ex ...ﬂa ST UIIY
: S4vH
| - ] . e e ]
w [X=]-2] texr o ] =130 X {T=] Tadd IR0 ZAIWFAOAIWT
g T/ @ O N\O Faf i o] an
m [ R% &5 AWNQ »6 mwu.m bb B TN wowave 40 o
,"« b S7¢L O YWN : V\?wﬂ < >S4 C CIGIHPY I0IVA L3378
i 8y (& Yr s MN rﬂq I QINL0D TIMNOSTY 30 9
; Qb sor Jesor b.w. a6 Fog TINNINGD FIINOSIY b
w Qs Qs CX& 98 NOISNTWIG, T34 SIVIIL
m. LS b5 b oo _ LS SIVI. 304
m ¢30d
m Y3 [X* (53 ] X3 SI715017 20
, 2434
2 Q 27 @ /0 2770 awn
‘ . +
| $9.09 59 oo $92 59 S V;,Q IOIYA wOWiAvi 40 o,
1 Sog9°0 S9€9C sq9¢90 S99 QINSINIVY FaTvA 453R
W (A =14 zsay TS/ - 1 QIUOSNAD YIITNOSTT 30 9
,. Qb Y] Gy Qr s 6! CINNSHOT 12209533
. o o5 o4 Ot NCIgN2wg Jsd STWAL
‘ [odelod aor Qo =124 STHIYL 20 g
Tidd
g oy g og - NOISNINIQ 33d 193 1CS 3y
g0 x2d4 Q06 Go¥ S3o9n05TW IVILINT
X 5 5 K3 SNOISNIWIA 40 ¥
[ dad £ C fnll=d (-4 _ o MO

9~V idvdl




Tded

572 - T%530 "1 CSLOL LSTR 40 SYITYA NOLLINAS T TINsETASC « r3urnovgns

#

IVWA wOWIYYW 4O % . ryw Y
QICTINDY TOIYA LSTZ . LSTR
SIvisl IN3sE00ng "oy e 7S

er-% 2. p{$NVOIENIWIL 40 Miqwine) ot CIMOTIV SNOIIYITLT 405 »'¥2iX R
. ¢ ﬂ
VS 3G PILINYIL WNEVM AT QITWUIIN " WIIVY IWROID ot Lniog 192q WUOVA FONVISIC TI2TYWHIN .nz+
ST D I 7t S 3 1T A S W T
™0 <« Jegloosloco] LT Lo Jose|xaT A B L G Fviiac
Qo ¢ B A o7 {00/ 10«. peoslsied ar | Qo X0 Y . Yeyeel a7 jous ool . 5969 & | og <
Qoo d b |00/ | 400ls e bsved & Jose Qedllssped ¥ loos o0o/ b0l b | oo y
SO e ol £1 | S0r|ico|@eolimed &1 |ase vao wed €1 | a0/ eebpebbd) 4 | oo <
CG o o 5 | 907 (1) 0(e e fpie 3| wr |osz €8 e L s (oo [s£4 psi2d] 4 ~ ag 2
it et Rl Ml R et Ml Bt Ml Bl Ml Mot Ml il LEv otk 9 | op 1 1ave
AN TVHLITIY 5y LT IS Oy YOI AN SR ISIT IR YT an VT KT
Suvy
coo oo o - 360 - - T va TR iMmwiroyswr
£f 9 oo £/ w an
6689 bb@2 3¢W¢WW.Q FINWA Wawivw 4o o
2cs70 L2 Q piog NNV 3079YA LeTg
zT7/L b S - QWAL MOD DO TY 50 9
Qb 0L - 10 Db 1°€ TIWNSNOD FoINCS Ty
Q5 /s [ NOISNIWIQ Y34 SIVIAL
oser 1€ {s¢ SIVIFL 40 o
i £30d
cz 2 vl $¥7:57 S |
2404
N £70 o T aw T
bos? 06’ 89 b6 89 INIVA unwixyw 40 of,
7520 Qr59Q G5 O Q3NIINIY I0IVA LSIQ
oC 8¢ L b2 vz | QIWNSNTD TOINOSIT 40 9
TS Cor $5 86 rs e LIWNINOT 1220053y
or Qs at NOISNIWI FId SThied
oor [o1-7] 201 SIVIYL 40 3
T4Qd |
(*X> KX 0% - NOISNI 7 274 TvANOeTd
00* T T 1QQ|Y I R I.I..Nud.‘l'lll T SIYNUSTY ..(C...NNU
Q7 i o7 a7 3 CNOISIIWId 40 %
He j ¥4 7z Pk~ » wox |

L=V ATHYL

[ir]
I~

e




;
m
1
!
,_

Tate,

-

-y, Hnnlo_nzus._n 49 «wﬂzsz\b..u..

<31 - nn,ALL.mwﬂ ..-..- JF!OL. 27T A0 SEOIWA NGIAPNOL (U TONIN2A4Id 5 LV 3UIAOULWT

&

STHIAL TTISTTONS 40 4 »
CIICTIY SOty 3L 30 g 3 V24T

TN WOGIYW 8O o IV Y
QIAINIy IOTYA LSTIQ o 4N

ang

vl ¢ < s
‘30¥4S 40 YILTWVIQ WOWIRYEE &C QBR1TWLinun WOLIAYW TYROTD QL LN(0q 153 WCEVI FINVLASIQ I3V TVULON an,
ITIco N - TYee0 T Iy T34 VA0 N Ba0ugw T
| {eg ool T [ - L o8 [ees] ooslooa] . | . | ##] 008l TIvadao
Cocriucas @ b1 | 05O - ASHQ OF Q0 4E0) L0 acri9e @l . ksied S| 0os s
b66 960 @ | OS5 00/ vw¢ 9 jous Qo ety d € | oy L4
78bkrsed 15 | o5 L ib b4 £t oo/ 0o 77%|cxibq foo Qos <
T.k r\!. » os/ Cw e g of | Qos 0oy T7bwEsd s | cos 2
- -] =) = _.r..nn g9 ¢ | oas| — el il el R T 1294
vaY, IYIY WS YT GN NRY, X IS ey AV FIS (B G RRLE 0 T4 L LN I _
Syvo
[ ) 000 I 000 Tadd $iro LoiuTnogdw] |
#1v £ 0 £1C an
tbod 66 99 be €7 1N wowizw 40 o
0599 ¢ 7crAQ 92599 QINIHIY TNV 2330
b b7 eI 905 QNS ~OD TuINOS T¥ 40 Y
TG 7¢S 85 200 B 70 CIWNNOD FTINCSIY
S er c s QS NOIBNTLIL 334 SIVIAL
[ d Q& osvr SIPIAL 40 g
£20d
[ES [ o [ o..mm.m.:..u 20 3 o
23dd
/Z0 £/ €/ a .mmr
AL 6599 L9 YA wowizyl 49 of,
L9 © P 252590 QINIINDY IOTVA LS53R
CS5 5% g5 8 & B QIWMSHOD IPINOUIT 4O 9
grRs TEEL! c5 3ol CIWNSNOD 3IINCS 1A
[ o o NoisNIwla FEd SIVITL
Qo oo o207 SIFIYL 4O u
I ¥ Te
7b 0% - 71 ™OISr Imiq 774 F0¥no53d
R I e - 22 4 ‘CVe SIDNNCTSTY .::.»;J..NL
&7 a7 Q7 ar CNOISNIWIA 49 3%
z < 7% og | Y WAy
8-V IV L

75



- o m—— | re—

— . R .

L
Fild, cog . TS ca0 21 T vod USTR 20 SE0IYA 4Q1 INNE N TINMISTANCD . LN3WIAOULWE | IIA wowIYYW 40 4. - gew Y !
+ QINTINTY ICTIVA L5 o L% i
STHIEL INISSPIINS 40 4 « IS A
.N..“..Gzo.nz?.ﬁ F1-] uunts:w. 2 IOy SNOLIWPILT 10 g » UL N i
Gl-g ‘Iovas 10 FILFWY L OUIAVI AT QIRITEWAON WOV TyRAOIDOL LNIOC LSIT WOUS FINVLSIE qI2TIFWLEON « n2+
W TTTTomes T TUUTTTT@e o 1 TOrgee T | ate vae drswmovews A
T T To7lare oooa - N KZF) oou]..“‘ T hng N _ LT Toe |Goy — ENZL IR 1
o00| . progd 27 loerfocel | o braed s oo foV 7 - P776G 7 gos o0 01000972 L os I 3
0 0G/ .va I |oss coorpsosd M loss _o ocrgsnd 20 | g wcw_..Sv 1 lass N :
; 04t bsed So | o 9Ls preq 14 ]on Téogdseq 1+ yus T8Iy b | o C
3 o B w ¢ |05, Bressad 9 05y ﬁu.g 1544 1 o Y] WNM v |osr 2 j
3 _:w\nvw Fjostt =l —je = j- ] t= ] == - |~1- IA.AW.L T 13vd :
% ISR ST VL] AN NG % LS I VIO TV LTSI INE TN AR W TSI oA ! g
Syvy 4
e— Y P S
: C3XQ ey © <P o FTase 9IRS Lfiwisvg eyl
.. b1 0 2tQ er g nzl_ :
o ‘60 /6O 76 o0& J TNWN Wowrryw 10 95 k
.w Qs%2 © Q5890 o599 o INNHDY IPIVA 1532 m
! Py th b2 L AIWNS NOD I2ANOS TV 30 Y
q 29 %ag Ce 713¢€ T I8¢ QILNINOD TOINOSTY i~
< 9 L ge ” car NOISNIWIL Y34 SIVIIL ~
3 (Xl e [N ; [0 4 SIWAL 20 &
T v4Qd “ .
- I RE _ A T syiserz ea ] i
3 — o 23Qd i
/e ) 1ro T e .
o gs 14 > FOIVA mOWYW 40 of i
m 410 Q 2104 Q 198 Q QINNDY FNIWA L5IQ :
goew [ [ QIWNSHTD TVINOSTY 4o 4
v g1 crem g1 et 1Tt CIWASTNOD T2INOS Iy
£ e/ £ cs NOISNIWIQ J3a STVIIL
oer o QO SlyigL 40 g
3 Tidd |
[}
m - - l| :IQ.V o i [¢7 QF - NOISNIWIZ 274 30IPOS Ty |
] ‘oo T Tgeée T T T T T TTo07 SI0YAOSTYL WILIAT |
=7 { &7 Y &7 SNOISRIWIA 40 %
4 [ 25 { Ak >¢ £T ®_NOY
b

o=V UYL




© ey e p— e e v

s B

T W T T T o et e e 727 e . e T TG N~ e
Tida F4ed 4 - . . L . .
L s12 - 151Q ‘21 7g w0l 151 40 SUnavA MCILINOA U TOITASL » ANJWIACHLWET U IA WAWIYYW 4O w4 YW
s QIAIHIY IrA LSIR . 4N
STY'YL IMISSIIINS 40 4 « TS
~ﬂm29w2~&_n 1 uuﬂeszv..v.. CIMOTIY SN L3I 30 g3 » VIIZ «
. T
oitt ‘TOVAS 30 YIiTWYIC WOHIAVM E QIRNINEON WOWEAYW TYROTD QL LN10d 250 WO¥S IINVISIC qITYAIN Qz+
I||.|In.ﬁ..m..r..0|||| .-I.M”.@.,m vPa  _TTTTTTRELE O G T Idd wIAC TRIWIAONLLE |
- - R ﬁ acﬁ. ol H H \ua?._oon, oo [OC FIvsine
oc o oo E«gLOOﬁ oﬁc%o 0%\ %9:_ 2¢ {990 qer e cor ooo coq mh\c Sor ar <
PRT T B E Ly b3 2 |wes ﬂu | Hz, o jogs Lebloso) € 90T r
CIWEiss9 Wk | CO b obpseed] yor ) us me_ con Th Qog i7eb prood 9 Qo <
rEY FOS? .w_o\:.. 2:92ksrd be _o&z _TL L | oo _oﬁﬂfL o |oor 4
- - — _ — | — = T 1y
a#gaﬂranqraundﬁuqﬂraﬂ H:a_d,ﬂ ?..g AN IR H= TSI TR I T ST NEIY
SEVD
Lorc o ‘omm.ei---- T g s Ty T T E0ke @ T | id Wi IR WEe e
ie /€ te o e o an
b IS ..r\b LbiIs Lo BTN ROWIRYW A4S %
agaes o oRes O Qg s QCes 9 AINTIFIY 309VA 2532
Q3 04 Cu @9 98 77 @Y 07 AIWALNOT TIFIRASLL A0 Y
9p SUC DS 5 TS9e L/ Tadw i G IWN (Y0P F22NO5TY
c T Pl d) Fadi R4 NOISNIW'L 33 SIVIIL
[ bow B | th (L5 giyiaL 40 g
_ ¢4Gd
=3 N 3 T TE e T T T Tsa3asmt sox |
- _ o o . Nua&,
e C 9E Q CE'Q ¥YE o Laz
oo gr QC dc QUG o g IOTIYA wAwIRYW 2D 3,
vegre O £eRe @ ge8T 2 L4l @ QIr3IARY INTA 253
T/ 6E rr e Tt be =1 bE QIWCSNOT TIINOTIT 40 Y
Tn vﬂ.\l vn b V-ﬂ ‘Hnl Vn Vn.‘ CIUOSNOY TIINOSTY
o Q/ Q7 G/ WOleN3WIg FT2 SVl
[eXeXod co Qe [e X% Nond SIPDL 4D @
110d
r J¢ TRt T .y — T0x oSN 3w FId 303105 1Y |
R o S TR S PPN IR i)
o I.b\u o7 0% o7 F359n0STY TV LING
H Qe _ oz __or ac TROISNILIA 40 %
L [ors L TEr |l||.|‘ [N _ = won )




"

I S e A L e el £ Rk bl . x2S Al ane Lol adedoad i o d

i a1 T e T I r—— TS~ WD [T SR R WIS B WOT TR T T T v e ST AT T et ey, rra ) ——
Tagd, [ FT™ « v
-5 - ASTG T OSLYOL LSTR A0 TENWYW NOILINOD U TINIFRASIL o AOVIRJAONLNY MU U 00§ YW Y
# Q3AIIHDY BOIA ISR . QSR

STHIBL TNadFIIVIOS 40 o & TS

L1-e N.wﬁn.t;zq!p £0 37anN) 2 LII0TIV SMOIIYINLT O A XUT

‘TowtS 40 FLTWYIC VNEIRYG AT A3 LIVERON LNV TYRCTY G LNIOY LSI7 WO¥T IONVASIC €211V WNCK XA |
-

: —_ T T [[3%4 w30 imiwowgwi
_ _ . . |7ec]o0e, TTYIIA0
0006500 Ty | o ¢
_ m 199 .+ T | QO »
IeH|K oo c
rev i » |ooe 2
tes . Go
I ir:ud 2l B 104 .—ﬂd_...v_.. A .:.n. T ivd
SEVD
- [T itd WO LeIWiAOgdWT |
qn
IV WORIRYM dC 174
QINTINDY IOTYA 2919
AIWNe MOD TIPNOS I 40 LA
dIWNSMOT 3IITOSTY
AOISNTWIL 274 $TVIIL
- sIYrL .0 *l
€40d
_— _ ]
$Y748077 0@
_ z3dd |
raz
IYICA wNWIpyd 30 lw\v
Q243i42y InWA Lg3g
QUIUASNOD TOINVITT 40 Y
CINNSNOY TI<STs
cTIsNIwIC 33d STrad
— SIVIYL 4 @
S ¥ [
- — ) NOISINIA 3I< 30In0s g |
- SI54NOSTN IVIATINK
ar ar SNOISNIIG 49 3
tad 3 TE - zawIL

Li-v d'149vl

79



